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ABSTRACT
The problem of relevance ranking consists of sorting a set of objects with respect to a given criterion. Since users may prefer different relevance criteria, the ranking algorithms should be adaptable to the user needs. Two main approaches exist in literature for the task of learning to rank: 1) a score function, learned by examples, which evaluates the properties of each object yielding an absolute relevance value that can be used to order the objects or 2) a pairwise approach, where a “preference function” is learned using pairs of objects to define which one has to be ranked first. In this paper, we present SortNet, an adaptive ranking algorithm which orders objects using a neural network as a comparator. The neural network training set provides examples of the desired ordering between pairs of items and it is constructed by an iterative procedure which, at each iteration, adds the most informative training examples. Moreover, the comparator adopts a connectionist architecture that is particularly suited for implementing a preference function. We also prove that such an architecture has the universal approximation property and can implement a wide class of functions. Finally, the proposed algorithm is evaluated on the LETOR dataset showing promising performances in comparison with other state of the art algorithms.

1. INTRODUCTION
The standard classification or regression tasks do not include all the supervised learning problems. Some applications require to focus on other computed properties of the items, rather than values or classes. For instance, in ranking tasks, the score value assigned to each object is less important than the ordering induced on the set of items by the scores. In other cases, the main goal is to retrieve the top \( k \) objects without considering the ordering for the remaining items. The differences among these classes of problems influence the properties of that we would like to predict, the representation of the patterns and the type of the available supervision. For example, when an user indicates that an object is to be preferred with respect to another, or that two objects should be in the same class, he/she does not assign a value to the objects themselves. In these cases, the given examples are in the form of relationships on pairs of objects and the supervision values are the result of a preference or similarity function applied on the pair of items. Two of these peculiar supervised learning tasks are preference learning and learning to rank. In the machine learning literature, preference learning problems can be categorized into two specific cases, the Learning Objects Preference and the Learning Labels Preference formulations as reviewed in [7]. In the learning objects preferences scenario, it is supposed to have a collection of instances \( x_i \) with associated a total or partial ordering. The goal of the training is to learn a function that, given a pair of objects, correctly predicts the associated preference as provided by the available ordering. In this approach, the training examples consist of preferences between pairwise instances, while the supervision label consist of the preference expressed by the user on the given pair: \( x_i \succ x_j \) if \( x_i \) is to be preferred to \( x_j \), \( x_i \prec x_j \) vice versa. This approach is known as pairwise preference learning since it is based on pairs of objects.

On the other hand, the task of relevance ranking consists of sorting a set of objects with respect to a given criterion. In learning to rank, the criterion is not predefined, but it has to be adapted to the users’ needs. The two research areas of preference learning and learning to rank have shown many interactions. In particular, the approach of Herbrich et al. in [8], which is based on a binary classifier, is considered the first work on preference learning and learning to rank. Recently, an increasing number of new algorithms have been proposed to learn a scoring function for ranking objects. Freund et al. [5] proposed RankBoost, an algorithm based on a collaborative filtering approach. Burges et al. [3] used a neural network to model the underlying ranking function (RankNet). Similarly to the approach proposed in this paper, it uses a gradient descent technique to optimize a probabilistic cost function, the cross entropy. The neural network is trained on pairs of training examples using a modified backpropagation algorithm. It differs from the method proposed in this paper for the weight-sharing scheme and for the training set construction procedure. In [1], the authors use a pairwise learning approach to train a SVM model (SVMRank), while AdaRank [13] uses an AdaBoost-based scheme to learn the preference function for ranking. Finally, Zhe Cao et al. proposed ListNet [2], that, for the first time, extends the pairwise approach to a listwise approach. In the latter approach, lists of objects are used as instances for learning.
In this paper we propose SortNet, a ranking algorithm that orders objects using a neural network as a “comparator”. The neural network is trained by examples to learn a comparison function that specifies for each pair of objects which is the preferred one. The network is embedded into a sorting algorithm to provide the ranking of a set of objects.

The comparator adopts a particular neural architecture that allows us to implement the symmetries naturally present in a preference function. The approximation capability of this architecture has been studied proving that the comparator is an universal approximator and it can implement a wide class of functions. The comparator is trained by an iterative procedure, which aims at selecting the most informative patterns in the training set. In particular, at each iteration, the neural network is trained only a subset of the original training set. This subset is enlarged at each step by including the miss-classified patterns. The procedures selects the comparator that obtains the best performance on the validation set during the learning procedure.

The proposed approach is evaluated using the LETOR (LEArn TO Rank) dataset [10], which is a standard benchmark for the task of learning to rank. The comparison considers several state-of-the-art ranking algorithms, such as RankSVM [1], RankBoost [5], FRank [12], ListNet [2], and AdaRank [13]. The paper is organized as follows. In the next section, we introduce the neural network model along with a brief mathematical description of its properties. In Section 3, the whole SortNet algorithm based on the comparator is defined. In Section 4, we present the experimental setup, the LETOR dataset, and some comparative experimental results. Finally, in Section 5, some conclusions are drawn.

2. THE NEURAL COMPARATOR

In the following, $S$ is a set of objects described by a vector of features. We assume that a preference relationship exists between the objects and it is represented by the symbols $\succ$ and $\prec$. Thus, $x\succ y$ means that $x$ is preferred to $y$ while $x\prec y$ that $y$ is preferred to $x$. The purpose of the proposed method is to learn by examples the partial order specified by the preference relationship. The main idea is that of designing a neural network $N$ that processes a representation of two objects $x,y$ and produces an estimate of $P(x\succ y)$ and $P(x\prec y)$. We will refer to the network as the “comparator”. More formally, we will have

$$N_\succ(x,y) \approx P(x\succ y)$$
$$N_\prec(x,y) \approx P(x\prec y),$$

where $<x,y>=[x_1,\ldots,x_d,y_1,\ldots,y_d]$ is the concatenation of the feature vectors of objects $x,y$ and $N_\succ,N_\prec$ denote the two network outputs. Since the neural network approximates a preference function, it is naturally to enforce the following constraints on the outputs:

$$N_\succ(<x,y>) = N_\prec(<y,x>). \quad (1)$$

Equation (1) suggests that the outputs $N_\succ$ and $N_\prec$ must be symmetrical with respect to the order of the examples in the input pair. The comparator consists of a feedforward neural network with one hidden layer, two outputs, implementing $N_\succ$ and $N_\prec$, respectively, and $2d$ input neurons, where $d$ is the dimension of the object feature vectors (see Figure 1).

Let us assume that $w_{x,i}, (v_{y,i})$ denotes the weight of the connection from the input node $x_k (y_k)$ to the $i$-th hidden node, $w_{i,\succ}, w_{i,\prec}$ represent the weights of the connections from the $i$-th hidden to the output nodes, $b_i$ is the bias of $i$-th hidden and $b_\succ, b_\prec$ are the output biases. The network architecture adopts a weight sharing mechanism in order to ensure that the constraint (1) holds. For each hidden neuron $i$, a dual neuron $i'$ exists whose weights are shared with $i$ according to the following schema:

1. $v_{x,i'} = v_{y,i}$ and $v_{y,i'} = v_{x,i}$ hold, i.e., the weights from $x_k, y_k$ to $i$ are inverted in the connections to $i'$; 
2. $w_{i,\succ} = w_{i',\prec}$ and $w_{i',\succ} = w_{i,\prec}$ hold, i.e., the weights of the connections from hidden $i$ to outputs $\succ, \prec$ are inverted in the connections leaving from $i'$; 
3. $b_i = b_{i'}$ and $b_{i'} = b_i$ hold, i.e., the biases are shared between the dual hidden $i$ and $i'$ and between the outputs $\succ$ and $\prec$.

In order to study the properties of the above described architecture, let us denote by $h_i(<x,y>)$ the output of the $i$-th hidden neuron when the network is feeded on the pair $<x,y>$. Then, using the weight-sharing rule in point 1, we have

$$h_i(<x,y>) = \sigma \left( \sum_k (v_{x,i} x_k + v_{y,i} y_k) + b_i \right)$$
$$= \sigma \left( \sum_k (v_{x,i'} y_k + v_{y,i'} x_k) + b_i \right)$$

where $\sigma$ is the activation function of hidden units. Moreover, let $N_\succ(<x,y>)$ and $N_\prec(<x,y>)$ denote the network outputs. Then, by the rules in points 2 and 4, it follows

$$N_\succ(<x,y>) =$$
$$= \sigma \left( \sum_{i,i'} (w_{i,\succ} h_i(<x,y>) + w_{i',\prec} h_{i'}(<y,x>) + b_{\succ}) \right)$$
$$= \sigma \left( \sum_{i,i'} (w_{i,\prec} h_i(<y,x>) + w_{i',\succ} h_{i'}(<x,y>) + b_{\prec}) \right)$$

$$= N_\prec(<y,x>). \quad (1)$$

Here, with an abuse of notation, $x_k$ represents the node that is feeded with the $k$-th feature of $x$.\footnote{Here, with an abuse of notation, $x_k$ represents the node that is feeded with the $k$-th feature of $x.$}
where we applied the fact that \( h_1(<x,y>) = h_\forall(<y,x>) \) as shown before. Thus, \( N_\sigma(<x,y>) = N_\sigma(<y,x>) \) holds, which proves that the constraint of equation (1) is fulfilled by the network output.

**Approximation capability**

It has been proved that three layered networks are universal approximators [9, 6, 4]. Similarly, it can be shown that the neural comparator described in this paper can approximate up to any degree of precision most of the practically useful functions that satisfy the constraint (1). Formally, let \( F \) be a set of functions \( f : R^n \rightarrow R^m \). \( \| \cdot \| \) be a norm on \( F \) and \( \sigma \) be an activation function. The universal approximation property, proved for three layered networks, states that for any function \( f \in F \) and any real \( \varepsilon > 0 \), there exists a network that implements a function \( N : R^n \rightarrow R^m \) such that \( \| f - N \| \leq \varepsilon \) holds. Different versions of this property have been proved, according to the adopted function set \( F \) (e.g., the set of the continuous or the measurable functions), the norm \( \| \cdot \| \) (e.g., the infinity norm or a probability norm) and the activation function \( \sigma \) (e.g., a sigmoidal or a threshold activation function) [11]. The following theorem demonstrates that the network with the proposed weight sharing maintains the universal approximation property provided that we restrict the attention to the functions that satisfy the constraint (1).

**Theorem 2.1.** Let \( F \) be a set of functions \( f : R^2 \rightarrow R^2 \), \( \| \cdot \| \) be a norm on \( F \) and \( \sigma \) be an activation function such that the corresponding three layered neural network class has the universal approximation property on \( F \). Let us denote by \( \mathcal{F} \) the set of the functions \( k \) that belongs to \( F \) and, for any \( <x,y> \), fulfill

\[
k_\sigma(<x,y>) = k_\sigma(<y,x>) \tag{2}
\]

where \( k_\sigma, k_\sigma \) denote the two components of the outputs of \( k \). Then, for any function \( f \in F \) and any real \( \varepsilon > 0 \), there exists a three layered neural network satisfying the weight sharing schema defined in points 1-4 such that

\[
\| f - h \| \leq \varepsilon
\]

holds, where \( h : R^2 \rightarrow R^2 \) is the function implemented by the neural network.

**Proof.** (sketch)

By the universal approximation hypothesis, there exists a three layered neural network \( A \) that implements a function \( r : R^2 \rightarrow R^2 \) such \( \| f - r \| \leq \varepsilon \), where \( f \) and \( \varepsilon \) are the function and the real of the hypothesis, respectively. Then, we can construct another network \( B \) that has twice the hidden nodes of \( A \). The indexes of hidden nodes of \( B \) are partitioned into pairs \( i, i' \). The neurons with index \( i \) are connected to the input and to the outputs with the same weights as in \( A \); in other words, \( B \) contains \( A \) as a sub-network. On the other hand, the weights of the hidden neurons with index \( i' \) are defined following the weight sharing rules in points 1, 2, and 3. Finally, the biases of the outputs nodes in \( B \) are set to twice the values of the biases in \( A \).

Notice that, by construction, the network \( B \) satisfies all the rules of points 1-4 and it is a good candidate to be the network of the thesis. Moreover, \( B \) is composed by two sub-networks, the sub-network identified by the hidden \( i \) and the sub-network identified by the hidden \( i' \). Let \( p_1, p_2 \) represent the functions that define the contribution to the output by the former and the latter sub-networks, respectively. Then, we can easily prove that \( p_1 \) produces a contribution to output which is equal to \( r(<x,y>) \), i.e., \( p_1(<x,y>) = r_\sigma(<x,y>) \) and \( p_2(<x,y>) = r_\sigma(<y,x>) \). On the other hand, \( p_2 \) has a symmetrical behaviour with respect to \( r \) due to the weight-sharing schema, i.e., \( p_2(<x,y>) = r_\sigma(<y,x>) \). Since, the output function \( h \) implemented by \( B \) is given by the sum of the two components, then

\[
h_\sigma(<x,y>) = p_1(<x,y>) + p_2(<x,y>) = r_\sigma(<x,y>) + r_\sigma(<y,x>) = 2r_\sigma(<x,y>)
\]

where we have used \( r_\sigma(<x,y>) = r_\sigma(<y,x>) \) that holds by definition of \( r \) and \( f \). Then, the thesis follows straightforwardly by

\[
\| f - h \| = 2 \left\| f - \frac{h}{2} \right\| = 2 \left\| f - r \right\| \leq \varepsilon
\]

\( \square \)

**The training and the test phase**

To train the comparator, a learning algorithm based on gradient descent is used. For each pair of inputs \( <x,y> \), the assigned target is

\[
t = \begin{cases} 
1 & \text{if } x > y \\
0 & \text{if } x < y 
\end{cases}
\]

and the error is measured by the squared error function

\[
E(<x,y>) = (t_1 - N_\sigma(<x,y>))^2 + (t_2 - N_\sigma(<x,y>))^2.
\]

After training, the comparator can be used to predict the preference relationship between any pair of objects. Formally, we can define \( \succ \) by

\[
x \succ y \quad \text{if } N_\sigma(<x,y>) > N_\sigma(<y,x>)
\]

\[
x \prec y \quad \text{if } N_\sigma(<x,y>) > N_\sigma(<y,x>)
\]

Notice that this approach cannot ensure that the predicted relationship defines a total order, since the transitivity property may not hold

Transitivity: \( x \succ y \) and \( y \succ z \implies x \succ z \).

However, the experimental results show that the neural network can easily learn the transitivity relation provided that the training set supports its validity.

3. **THE SORTING ALGORITHM**

The neural comparator is employed to provide a ranking of a set of objects. In particular, the objects are ranked by a common sorting algorithm that exploits the neural network as a comparison function. In this case, the time computational cost of the ranking is mainly due to the sorting algorithm, so that the objects can be ranked in \( O(n \log n) \).
It is worth mentioning that the obtained ranking may depend on the initial order of the objects and on the adopted sorting algorithm, since we cannot ensure that the relation \( \succ \) is transitive. However, in our experiments, the same sorting algorithm was applied to different shufflings of the same objects and different sorting algorithms were used on the same set of objects. The obtained orderings were the same in most of the cases and seldom they differed only by a very small number of object positions (1 – 5 over 1000).

3.1 The incremental learning procedure

Let us assume that a function \( \text{RankQuality} \) is available to measure the quality of a given ranking. Some possible choices for this measure are described in the following subsection. It is worth noticing that the quality of a given ranked list roughly depends on how many pairs of objects are correctly ordered. In fact, the comparator neural network is trained using the square error function \( E \), that forces the network outputs to be close to the desired targets. When the comparator produces a perfect classification of any input pair, also the ranking algorithm yields a perfect sorting of the objects. However, in general, the optimization of the square error does not necessarily correspond to a good ranking if the example pairs in the training set are not properly chosen.

In order to optimize the selection of the training pairs with the aim of improving the ranking performance of the algorithm by using a minimal number of training examples, we defined an incremental learning procedure to train the comparator. This procedure aims at constructing the training set incrementally by selecting only the pairs of objects that are likely to be relevant for the goal of obtaining a good ranking. This technique allows us to optimize the size of the training set avoiding the need to consider all the possible pairs of the available objects. This method is somehow related to active learning algorithms, where the learning agent is allowed to prompt the supervisor for providing the most promising examples.

Given the set of objects \( T \) and \( V \), that can be used as training and validation sets, respectively, at each iteration \( i \) a comparator \( C^i \) is trained using two subsets \( TP \subset T \times T \times \{<,\succ\} \), \( VP \subset V \times V \times \{<,\succ\} \) that contain the current training and validation pairs of the form \( x \succ y \) or \( x < y \). In particular \( TP \) contains the pairs that are used to train the comparator, while \( VP \) is used as validation set for the neural network training procedure. The trained comparator neural network \( C^{i+1} \) is used to sort the objects in \( T \) and \( V \) and the objects pairs that have been mis-compared by the comparator when producing the \( R^i_T \) are added to the subsets \( TP, VP \) obtaining the training and validation sets for the next iteration. The procedure is repeated until a maximum number of iterations is reached or until there is no difference in the sets \( TP \) and \( VP \) between two consecutive iterations. The output of the incremental training is the comparator network \( C^* \) that yields the best performance on the validation set during the iterations.

The algorithm is formally described in figure 3.1. At the beginning, the neural comparator is randomly initialized and \( TP \) and \( VP \) are empty. At each iteration \( i \), the whole labeled object set \( T \) is ranked using the comparator \( C^i \) (line 7). The sorting algorithm returns \( R^i_T \), that is the ranking of the training examples and \( TP \), the set of the objects pairs that have been mis-compared by the comparator used in the sorting algorithm to produce \( R^i_T \). In detail, the sorting algorithm employs \( C^i \) in \( |T| \times \log (|T|) \) pairwise comparisons to produce \( R^i_T \), where \(|T|\) indicates the size of \( T \): the objects pairs for which the \( C^i \) output differs from the known correct order are inserted in \( TP \). The known relative position for the two objects in the pair is available in the set \( T \) by exploiting the fact that relevant objects should precede not relevant objects. Subsequently, in a similar way, \( C^* \) is also used to rank the validation set (line 8), producing a ranking \( R^*_V \) and a set of misclassified pairs \( VP \). Then, the set of misclassified pairs \( TP \) are added to the current training set \( TP \), removing the eventual duplicates (line 14). Similarly, the pairs in the set \( VP \) are inserted into \( VP \) (line 15). A new neural network comparator \( C^{i+1} \) is trained at each iteration using the current training and validation sets, \( TP \) and \( VP \) (line 16). More precisely, the neural network training lasts for a predefined number of epochs on the training set \( TP \). The selected comparator is the one that achieves the best result, over all the epochs, on the validation set \( VP \).

### Algorithm 3.1 The SortNet algorithm

1: \( T \leftarrow \text{Set of training objects} \)
2: \( V \leftarrow \text{Set of validation objects} \)
3: \( C^0 \leftarrow \text{randomInit}() \)
4: \( TP \leftarrow \{\} \)
5: \( VP \leftarrow \{\} \)
6: for \( i = 0 \) to max_iter do
7: \([TP, R^i_T] \leftarrow \text{Sort}(C^i, T)\)
8: \([VP, R^i_V] \leftarrow \text{Sort}(C^i, V)\)
9: \( \text{score} \leftarrow \text{RankQuality}(R^i_V)\)
10: if \( \text{score} > \text{best}_\text{score} \) then \( \text{best}_\text{score} \leftarrow \text{score} \)
11: \( C^* \leftarrow C^i \)
12: end if
13: if \( TP \subseteq TP \) and \( VP \subseteq VP \) then
14: \( \text{return} C^* \)
15: end if
16: end if
17: \( TP \leftarrow TP \cup TP \)
18: \( VP \leftarrow VP \cup VP \)
19: \( C^{i+1} \leftarrow \text{TrainAndValidate}(TP, VP)\)
20: end for
21: \( \text{return} C^* \)

3.2 Measures of ranking quality

At each iteration, the quality of the ranking \( R^*_V \) over the validation set is evaluated by the \( \text{RankQuality} \) function and the model achieving the best performance (\( C^* \)) is stored (lines 9 – 13). In this work, the following three ranking measures, proposed in the LETOR report [10], were used.

- **Precision at position \( n \) (P@n)** — This value measures the relevance of the top \( n \) results of the ranking list with respect to a given query. \[ P@n = \frac{\text{relevant docs in top } n \text{ results}}{n} \]

- **Mean average precision (MAP)** — Given a query
$q$, the average precision is
\[
AP_q = \frac{\sum_{n=1}^{N_q} P@n \cdot rel(n)}{\text{total relevant docs for } q}
\]
where $N_q$ is the number of documents in the result set of $q$ and $rel(n)$ is 1 if the $n$-th document in the ordering is relevant and 0 otherwise. Thus, $AP_q$ averages the values of $P@n$ over the positions $n$ of the relevant documents. Finally, the MAP value is computed as the mean of $AP_q$ over the set of all queries.

- **Normalized discount cumulative gain (NDCG@$n$)** — This measure exploits an explicit rating of the documents in the list. The NDCG value of a ranking list at position $n$ is calculated as
\[
NDCG@n \equiv Z_n \sum_{j=1}^{n} \frac{2^{r_j} - 1}{\log(1+j)}
\]
where $r_j$ is the rating of the $j$-th document\(^2\), and $Z_n$ is a normalization factor chosen such that the ideal ordering (the DGC-maximizing one) gets a NDCG@$n$ score of 1.

The measure can be chosen according to the user requirements. For example, if an information retrieval system displays only the best $k$ documents, then $P@k$ might be the preferred measure. If, on the other hand, the user is interested on an overall precision of the results, then MAP might be the best choice. Obviously, the selection of a measure to implement RankQuality affects the performance of the model on the test set: for example, by selecting the $P@k$ measure, we will obtain a model producing high values of $P@k$ but not optimal values of MAP.

4. **EXPERIMENTAL RESULTS**

The proposed approach has been validated on two benchmarks, TD2003 and TD2004, which are included in the LETOR dataset\(^3\) (LEarning TO Rank).\(^3\) The benchmarks contain query-document pairs collected from TREC (Text REtrieval Conference). TD2003 consists of 50 sets of documents, each one containing 10,000 documents returned in response to a query. Similarly, TD2004 contains 75 sets of documents corresponding to different queries. The datasets are partitioned into five subsets in order to allow a comparison of different approaches by 5-fold cross-validation: in each experiment, one of the subsets is used for the test, one for validation purposes and three subsets for the training procedure. Each query-document pair is represented by 44 values which include several features commonly used in information retrieval. The features also contain a label that specifies whether the document is relevant $R$ or not relevant $NR$ with respect to the query. For all queries, the relevant documents are roughly 1% of whole set of documents.

In the reported experiments, the training set was built by considering all the pairs $<x, y>$ of documents, where $x$ belongs to one of the two relevance classes ($R$ and $NR$) and $y$ belongs to the other class. The corresponding targets were
\[
t = \begin{cases} 
1 & \text{if } x \in R \text{ and } y \in NR \\
0 & \text{if } y \in R \text{ and } x \in NR 
\end{cases}
\]

The features were normalized to the range $[-1, +1]$ with zero mean. More precisely, let $N_i$ be the number of documents returned in response to the $i$-th query, and let us denote by $\hat{x}_{i,r}$ the normalized r-th feature of the $j$-th document of the $i$-th query, then,
\[
\hat{x}_{i,r} = \frac{x_{i,r} - \mu_r}{\max_{x=1,...,n_i} |x_{i,r}|},
\]
where $x_{i,r}$ is the original document feature and $\mu_r = \frac{\sum_{j=1}^{N_i} x_{i,r}}{N_i}$. In the set of experiments, the documents of the datasets were ranked using the SortNet algorithm. In this setting, a good ranking is characterized by the presence of the relevant documents in the top positions and it was evaluated by the three measures $P@n$, MAP and NDCG@$n$. The results obtained by our approach were compared to those achieved by the methods reported in [10], i.e., RankSVM [1], RankBoost [5], FRank [12], ListNet [2] and AdaRank [13].

As first trial, we tested the SortNet algorithm varying the number of hidden neurons in [10, 20, 30] to select the best architecture for the TD2003 and for the TD2004 datasets. In this first set of experiments, the MAP score was used as RankQuality function (line 9 in algorithm 3.1). Table 1 reports the performances of the three architectures on the test set. The results on the validation set reflect the performances reported in Table 1 on the test set. Thus, for the subsequent experiments, we selected a 10-hidden comparator for the TD2003 dataset and a 20-hidden comparator for the TD2004 dataset.

After the selection of the best neural network architecture of the comparator, we performed a set of experiments to compare the performances of SortNet with the methods reported in [10]. In particular, we ran the algorithm on the TD2003 and TD2004 datasets setting $max_{iter} = 20$ and using $MAP$ and $P@10$ as RankQuality function. Figure 2 and the Tables 2 (a-b) show that, on the TD2004 dataset, the SortNet algorithm clearly outperforms all the other methods. On TD2003, the SortNet method reports values of $MAP$ and $P@n$ similar to the results of the AdaRank and RankBoost. In the figure 3, we report the plot of the $MAP$ value on the validation set at each training iteration: this plot clearly shows that convergence is reached before the maximum number of iterations.

During the experiments on the TD2003 dataset, however, we noticed a particular behaviour of the algorithm: at each iteration, the performances on the validation set slightly differed from the performances on the training set and test set. In particular, when the algorithm reported high values for $MAP$ and $P@n$ for the validation set, the $MAP$ and $P@n$ on the test set and the training set were low, and viceversa. This could mean that the distribution of data in the validation clearly differs from the test set and from the training set. This observation is also supported by the fact that in the TD2003 experiments, the neural architecture reporting the best performances has a smaller number of neurons than...
Table 1: The results achieved on TREC2003 and TD2004 varying the hidden neuron number: (a) NDCG@n, (b) P@n and (c) MAP. The algorithm uses MAP as RankQuality function.
Table 2: The results achieved on (a) TREC2003 and (b) TREC2004.
5. CONCLUSIONS

In this paper a neural-based learning-to-rank algorithm has been proposed. A neural network is trained by examples to decide which of two objects is preferable. The learning set is selected by an iterative procedure which aims to maximize the quality of the ranking. The network adopts a weight sharing schema to ensure that the outputs satisfy logical symmetries which are desirable in an ordering relationship. Moreover, we proved that such a connectionist architecture is a universal approximator.

In order to evaluate the performances of the proposed algorithm, experiments were performed using the datasets T2D03 and T2D04. The results show that our approach outperforms the current state of the art methods on T2D04 and is comparable to other techniques on T2D03. It is also argued that a difference on the distribution of the patterns between the validation and the training set of T2D03 may be responsible for some limitations on the performance of our and other algorithms.
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